
PD-366-S.E.-CV-19
M,A./M,Sc. MATHEMATICS (3'd Semester)

Examination, Dec.-2020
INFORMATION THEORY-I
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Note : Answer from both the Sections as directed. The figures in the right-hand margin indicate marks.

Scctiotr-A
1. Answer the following questiols!-

(a) what is Entropy?
(b) what is Ertropy symmetry?
(c) Explaitr Recursivity?
(d) Deftre joitrt Shannon entropy of hvo discrete random variables.
(e) FiDd the value of I(x, f)
(0 whal is mutuit information? Explaitr,
(g) Explain maximality.

ft) Explain stability.

0 what is normalizatiotr?

0 whar is continuity?
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2xts102, Answer the following questioDsr
(a) Explain Shannon Entropy?
(b) what is trontregative bounded inform.tion function?
(c) Explaitr expaNibility.
(d) Explain Additivety and subadditivity.
(e) What is conditional entropy?

Section-B 12x5=60

ANwer all questious.
3. Write the axiomatic chamcterizatiotr of the Shatrtron entropy due to Shanron aDd

Fadder.
OR

State aDd prove the futrdamental theorem ofinformatior theory.

4, What are the strorg and weak coDverses of iDformation theory?
OR

What are the measurable information function?

5. Explain the Axiomatic characterizatiotr of the Shannon entropy due to Tverberg and Leo.
OR

Explain Transformation and its properties,

6. Write short notes on expansibility and boundedDess.
OR

Write down the intercornection between additivity, sub.dditivity ard non negativity.

7. What rre the axioms of measure of uncertainty? Explain.
OR

Write down the properties of Shannor entropy.


